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Discrete choice modelling

• This problem set deals with maximum-likelihood estimation and asymptotic inference

for binary choice models applied to cross-sectional data.

• We use the grade data from Spector and Mazzeo (1980, Journal of Economic Educa-

tion), that is available as grades.txt on the website.

• There are n = 32 observations (obs) on individuals' grade point average (gpa), score

on a pretest that indicates initial knowledge of the subject matter (tuce), an indicator

of exposure to a new teaching method (psi), and an indicator of whether examination

grades improved (1) or worsened (0) (grade).

• An important question from a policy-making standpoint is: do grades improve

(grade = 1) after exposure to the new teaching method (psi = 1)?

• Refer to �gures 1�33, and attempt the following:

1. Import the data, and perform a careful preliminary analysis of the variables.

Brie�y examine scatter plots, and simple descriptive statistics, to gain intuition

about the behaviour of the data. What features of interest do you see?

What is the range of the grade point average and the pretest score? What

percentage of the individuals had an improved grade? What percentage of the

individuals had not been exposed to the new teaching method before the exam?
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2. Estimate a probit model (probability of grade improvement as a function of

explanatory variables: constant, grade point average, score on pretest, and ex-

posure to new teaching method), and label the equation �probit_eqn�:

Prob(grade = 1) = Φ(β0 + β1 gpa + β2 tuce + β3 psi).

What are the signs of the estimated coe�cients? Let y refer to the dependent

variable throughout, and x to the vector of explanatory variables (constant, gpa,

tuce, and psi). The marginal e�ects are:

∂Prob(y = 1)

∂x
=
∂F(x′β)

∂x
= f(x′β) β,

where for the probit model, F(·) = Φ(·), the normal N(0,1) cumulative distribu-

tion function, and f(·) = φ(·) is the density function. For obs = 1 and obs = 10,

compute the marginal e�ects manually.

What do you notice about ∂P̂rob(y = 1)/∂x (compare the results for obs = 1

and obs = 10 to answer this question)? [This illustrates one of the di�culties

of interpreting marginal e�ects with binary choice models.]

Compute the sample means of gpa, tuce and psi. Then, manually calculate

∂P̂rob(y = 1)/∂x given that x = x̄ (the sample mean), where the sample mean

of the constant is simply 1. Interpret your result.
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3. Estimate a probit model of grade on constant, gpa, tuce and psi, using the

Huber-White robust asymptotic covariance matrix ÂVar(β̂) = Ĥ−1B̂Ĥ−1 =

[
∂2 lnL

∂β∂β′

∣∣∣∣β = β̂

]−1 [ n∑
i=1

(
φ(x′iβ)(yi − Φ(x′iβ))

Φ(x′iβ)(1− Φ(x′iβ))

)2

xix
′
i

∣∣∣∣β = β̂

][
∂2 lnL

∂β∂β′

∣∣∣∣β = β̂

]−1
,

and name this equation �probit_eqn_robust�. What are the numerical values

of the estimated standard errors ŝe(β̂) := (ÂVar(β̂))1/2?

4. The asymptotic covariance matrix of the estimated probabilities P̂rob(y = 1) =

F (x′β̂) are given by the �delta method� as (with an abuse of notation):

ÂVar(F (x′β̂)) =

(
∂F (x′β̂)

∂β̂′

)
ÂVar(β̂)

(
∂F (x′β̂)

∂β̂′

)′
,

where

∂F (x′β̂)

∂β̂
=

(
∂F (x′β̂)

∂(x′β̂)

)(
∂(x′β̂)

∂β̂

)
= f(x′β̂) x,

so that

ÂVar(F (x′β̂)) = (f(x′β̂))2x′ÂVar(β̂)x,

which depends upon f(·) and x.

Set x = x̄ (the sample mean of the explanatory variables). Then, using the

matrix ÂVar(β̂) from part 3 (see �gures 7 and 8)), with f(·) and F (·) the

density and distribution functions of the normal N(0,1), compute the scalar

ÂVar(F (x̄′β̂)) [Hint: this is equal to 0.0791365 times (f(x̄′β̂))2].
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5. Using the robust standard errors from ÂVar(β̂), test the null hypothesis H0 :

β2 = 0 (the coe�cient on tuce), against the two-sided alternative, at the 95%

level of signi�cance. Use both a t test (compute this yourself, and justify your

choice of critical value), and a Wald test (compute this using the software).

6. Plot the estimated residuals and the �tted probabilities. Does this give you any

intuition regarding the quality of the probit model �t to the data? How would

you test whether the probability Prob(y = 1) is equal to a constant, against a

one-sided alternative? (You do not need to perform the test).

7. Compute the likelihood ratio statistic:

LR = −2(ln L̂0 − ln L̂) ∼ χ2(q),

where ln L̂ is the maximized log-likelihood, and ln L̂0 is the maximized log-

likelihood under the restriction that all coe�cients except the constant are zero,

and q is the number of restrictions imposed under the null that the restricted

model is true. Test the null hypothesis that the restricted model is true, against

the alternative that it is not, at the 95% level of signi�cance.

8. Show that:

ln L̂0 = n[ȳ ln ȳ + (1− ȳ) ln(1− ȳ)],

where ȳ is the proportion of all observations that have dependent variable equal

to 1 (we saw in part 1 that ȳ ≈ 0.343750, i.e., the proportion of students with

a grade improvement (grade = 1)).

Compute ln L̂0, and compare the result with that in �gure 10.
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9. McFadden's pseudo-R2 is de�ned as:

R2
M = 1− ln L̂

ln L̂0

.

Compute this, and compare with the result in �gure 10. Why is R2
M < 1?

10. Estimate a logit model (probability of grade improvement as a function of ex-

planatory variables: constant, grade point average, score on pretest, and expo-

sure to new teaching method), and label the equation �logit_eqn�:

Prob(grade = 1) = Λ(β0 + β1 gpa + β2 tuce + β3 psi).

What are the signs of the estimated coe�cients? Note that:

∂Prob(y = 1)

∂x
=
∂F(x′β)

∂x
= f(x′β) β,

where for the logit model, F(x′β) = Λ(x′β) = (ex
′β)/(1 + ex

′β), the standard

logistic cumulative distribution function. We have seen that:

∂P̂rob(y = 1)

∂x
= Λ(x′β̂)[1− Λ(x′β̂)]β̂.

Calculate the marginal e�ects, given that x = x̄ (the sample mean), where we

note that the sample mean of the constant is simply 1.

11. For the logit model, the probability p := Prob(y = 1) is de�ned as:

p :=
ex

′β

1 + ex′β
.
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Show that:

p

1− p
= ex

′β.

This quantity is known as the odds-ratio, and can be useful when interpreting

coe�cients: it measures the probability of y = 1 relative to the probability of

y = 0. For instance, if p/(1 − p) = 2, then the `odds' of (chance of) obtaining

y = 1 are twice those of y = 0.

For the logit model in �gure 11, evaluate the estimated odds ratio p̂/(1 − p̂)

at x = x̄ (the sample mean).

12. Plot the estimated residuals and the �tted probabilities. Does this give you any

intuition regarding the quality of the logit model �t to the data? Consider �gure

12 (compare the �tted and actual probabilities, in particular) with your answer

to part 11 in mind, and explain your �ndings.

13. Another interpretation for the logit model slope coe�cients is that, if the jth

regressor increases by one unit, then ex
′β increases to ex

′βeβj , and so p/(1−p) =

ex
′β has increased by a factor eβj . For the model in �gure 11, interpret the slope

coe�cient β̂1 ≈ 2.83 in this way. [The resultant relative chance of obtaining

y = 1 may seem huge.] Check the range of actual values of gpa, and comment.

The original odds-ratio for the logit model was p̂/(1 − p̂) ≈ 0.338368. Use

your answer to the last question (on eβ̂1) to compute the new odds-ratio. What

does this imply about the probability of grade improvement (= p) after a unit

increase in gpa? [Hint: show that p is now 0.84, i.e., a unit increase in gpa

(which is considerable), holding everything else constant, more than doubles

the probability that y = 1.]
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14. Since the marginal e�ects will depend upon the explanatory variables in general,

refer to �gures 13�33, to plot a probability response curve P̂rob(y = 1) against

gpa, for psi = 0 and psi = 1, for both the probit model (�gure 4) and the logit

model (�gure 11). That is, what is the probability of a grade increase given

participation (or not) in the new teaching method, conditional on gpa (roughly,

�intelligence�), holding all other variables at their sample means? [Hint: What

is the e�ect of psi = 1 on the probabilities? What is the marginal e�ect of psi?

What do you notice about the probability of grade increase after exposure to

the new method, conditional on gpa score?]

15. Check the rule-of-thumb (which holds approximately):

β̂LOGIT ≈
(
π√
3

)
β̂PROBIT

using the estimated coe�cients from �gures 4 and 11.

16. Manually construct a 2× 2 table of percentage �hits and misses�, as a summary

of the predictive ability of �probit_eqn�. Use the decision rule: if Φ̂ > 0.5,

ĝrade = 1; and if Φ̂ ≤ 0.5, ĝrade = 0. What do you notice?
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Figure 1: Raw data.
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Figure 2: Descriptive statistics.
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Figure 3: Estimate a probit model of grade on constant, gpa, tuce and psi.
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Figure 4: Estimated probit model of grade on constant, gpa, tuce and psi.
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Figure 5: Estimate a probit model of grade on constant, gpa, tuce and psi, using Huber-

White robust covariances (these give the asymptotic covariance matrix ÂVar(β̂)).
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Figure 6: Estimated probit model of grade on constant, gpa, tuce and psi, using Huber-
White robust covariances (this gives the square roots of the diagonal elements of the

asymptotic covariance matrix ÂVar(β̂)) as standard errors).
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Figure 7: Finding the asymptotic covariance matrix ÂVar(β̂).
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Figure 8: The asymptotic covariance matrix ÂVar(β̂).
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Figure 9: Fitted probabilities and estimated residuals of the probit model.
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Figure 10: Fitted log-likelihood, ln L̂ (Log likelihood) and �tted log-likelihood under the

restriction that all coe�cients except constant are zero, ln L̂0 (Restr. log likelihood).
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Figure 11: Estimated logit model of grade on constant, gpa, tuce and psi.
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Figure 12: Fitted probabilities and estimated residuals of the logit model.



IENAC22 / Forecasting / Applied Problem Set 1 20

Figure 13: Descriptive statistics on gpa: note the minimum and maximum, in particular.
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Figure 14: Create an evenly-spaced series on the interval [2, 4].
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Figure 15: From �probit_eqn�, choose �Make Model�.
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Figure 16: Structure underlying �probit_eqn�.
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Figure 17: Choose �Break All Links�.
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Figure 18: Further structure underlying �probit_eqn�.
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Figure 19: Choose �Source Text�.
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Figure 20: The estimated equation �probit_eqn�.
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Figure 21: Modify the estimated equation: rename as �GRADE_0�, replace tuce by its
sample mean, replace GPA by GPA_plot, and set psi = 0 (no exposure to new method).
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Figure 22: Save modi�cations to �GRADE_0�.
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Figure 23: Select �Actuals�.
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Figure 24: Solve new model �GRADE_0�.
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Figure 25: Modify the estimated equation: rename as `GRADE_1', replace tuce by its
sample mean, replace GPA by GPA_plot, and set psi = 1 (exposure to new method).
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Figure 26: Save modi�cations to �GRADE_1�, select �Actuals�, and solve the new model
�GRADE_1�.
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Figure 27: Select �probit_eqn� and �New Object�.
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Figure 28: Select �Group�.
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Figure 29: Create group.
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Figure 30: Data in new group.
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Figure 31: Plot graph based on new group.
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Figure 32: Probability response curves P̂rob(y = 1) against gpa, for psi = 0 and psi = 1,
for the probit model.
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Figure 33: Probability response curves P̂rob(y = 1) against gpa, for psi = 0 and psi = 1,
for the logit model.
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Figure 34: Statistical table for N(0, 1).
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Figure 35: Statistical table for Student's t(r).
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Figure 36: Statistical table for F (m,n) at the 5% level.
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Figure 37: Statistical table for F (m,n) at the 1% level.
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Figure 38: Statistical table for χ2(q).


