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This study investigates economies of scale in the US airline industry using annual data,
from 1987 to 2009, on the largest airlines. The paper estimates both a translog and
Cobb–Douglas model of both an economic and transportation definition of economies of
scale. The study shows that the results from models based on the two definitions are
remarkably similar except during rapid growth in output and that the largest US airlines
operate under modest scale economies.
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1. Introduction

Prior to passing the Airline Deregulation Act of 1978, research presented before Congress provided an almost unanimous
conclusion that the airline industry was characterized by constant returns to scale, and, therefore, not a natural monopoly
(Antoniou, 1991; Kyle and Phillips, 1985; White, 1979). Consequently, law makers believed that elimination of federal eco-
nomic regulation would permit the development of a truly competitive airline industry in which a large number of compet-
itors would provide more service at lower prices (Harper, 1982).

The early experience under airline deregulation was very much as expected; the industry became less concentrated with
a rush of new carriers providing more service at highly competitive rates. However, many of the new carriers exited the mar-
ket during the late 1980s and early 1990s, and the industry became more heavily concentrated than ever (Borenstein, 1992;
Brueckner and Spiller, 1994; Dempsey, 1993; Goetz and Sutton, 1997; Kahn, 1988; Rakowski and Bejou, 1992). Studies of
returns to scale (RTS) during this period continued to confirm the results of previous studies; i.e., constant returns to scale.1

These studies continued to use data from the time period immediately before and after deregulation when the industry was in a
state of flux before the departure of newer carriers and increased concentration of the late 1980s and early 1990s.

Consolidation and concentration in the face of such overwhelming evidence from the literature disputing the existence of
economies of scale has led some authors to question the methods used in prior studies. Measures of RTS and output were
called into question, leading to problems associated with including into cost models operational characteristic such as aver-
age stage length, average load factor, and network size (Ying, 1992; Jara-Diaz and Cortes, 1996; Oum and Zhang, 1997).
While corrections for these differences have been applied to the results of previous studies (Jara-Diaz and Cortes, 1996;
y (1994),
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Oum and Zhang, 1997; Basso and Jara-Diaz, 2005, 2006b), they have not been incorporated into models analyzing current or
even more recent data.

The most recent airline data analyzed was from 1983 to 1989 (Creel and Farell, 2001). Creel and Farell did not correct for
the methodological shortcomings of earlier models in that they used the same variables but applied a Fourier series rather
than a Taylor series expansion, and the data analyzed may have been affected by the chaotic conditions of an unstable indus-
try. Other studies analyzed data from before deregulation and/or through 1985 when the industry was behaving as if there
were indeed no economies of scale. While the US airline industry may still be affected by the irregularities of bankruptcies
and mergers, it has grown significantly over the past two decades; is a much different and far more mature environment
than that of the 1980s; and is behaving as though economies of scale may exist. Thus, there are clear benefits to examining
a larger, more recent data set.

Furthering the case that a new study is warranted is the fact that variables such as output, density, scope, stage length,
load factor, and network size are likely to be correlated, and when several of these are included as independent variables in
the same model, results are likely to be affected by multicollinearity, which makes interpretation of significance levels of
certain variables problematic (Farrar and Glauber, 1967; Neter et al., 2000). The effects of multicollinearity may also explain
some of the lack of evidence that has been reported with respect to RTS. In fact, there is evidence to suggest that early studies
may have been affected by multicollinearity (Eads et al., 1969; Harbeson, 1970; CAB, 1972a,b; Sarndal and Statton, 1975),
and given the nature of the variables used in more recent studies, it probably had effects on them as well, but the topic
has not been addressed in the more recent studies. Although there are few ways of dealing with the effects of multicollin-
earity, one of the most appropriate is addition of new data (Neter et al., 2000). Therefore, this study incorporates more data
and a simpler model than previous studies leading to lower correlations between the variables.

Analyses of RTS in transportation have departed significantly from the definition of RTS in the traditional economic lit-
erature (Varian, 1996), and the industry has changed substantially from that which is represented in the data used in pre-
vious analyses. Consequently, this study examines data from 1987 through 2009. This study is designed to reconcile some of
the disparity between traditional economic definitions of economies of scale and those that have evolved in the transporta-
tion literature, while assessing the potential effects of multicollinearity.
2. Literature review

There have been at least 30 studies in the last 60 years that have dealt with economies of scale in the airline industry,
although economies of scale were not always the main focus of these studies. Most of the studies have examined US carriers,
with a few exceptions that looked at either Canadian or Australian carriers. The earliest study was conducted by Crane
(1944) and the most recent was performed by Creel and Farell (2001). All of this literature uses data prior to 1989 when
concentration was decreasing immediately following deregulation (Johnston and Ozment, 2011). This study uses more re-
cent data to fill the void and also discusses other proposed measures of returns (e.g. returns to density, scope, etc.).

2.1. Pre-deregulation studies

Most of the research prior to deregulation concluded that economies of scale do not exist in the airline industry2 or are
exhausted after an airline achieves a relatively small size.3 One pre-deregulation study found economies of scale (Eads et al.,
1969), and one found diseconomies of scale (Reid and Mohrfeld, 1973), so the overall consensus was that the airline industry
exhibited constant returns to scale. Collectively, these pre-deregulation studies were used to promote the deregulation of the
airline industry in 1978. In the years that followed deregulation, there were several more studies looking at the effects of dereg-
ulation, and approximately half of these studies found increasing RTS4 while the others found constant returns to scale.5 How-
ever, most of these more recent studies have used data obtained from the period prior to and immediately following
deregulation, and the most recent data used in any study was from 1983 to 1989 (Creel and Farell, 2001). Creel and Farell’s
may also be the only study found that did not use any pre-deregulation data.6 The lack of studies using recent data was a major
impetus to this study which uses data from 1985 to 2009.

With the exception of Proctor and Duncan (1954), the studies through 1965 used non-statistical methods (Crane, 1944;
Koontz, 1951), simple correlations (Cherington, 1958; Koontz, 1952), or graphical analysis (Caves, 1962; Wheatcroft, 1956)
to see if the average cost per unit of output was smaller for the larger carriers, and all of these studies concluded that RTS
were constant after the very small or medium sized carriers. There have been a few more recent studies that used these types
of non-statistical approaches (Harbeson, 1970; Jordan, 1970) and also reached the same conclusions. Proctor and Duncan
(1954) performed a multiple regression analysis, but reached the same conclusion as the other studies of the time period
through 1965.
2 See CAB (1972a,b) Douglas and Miller (1974), Harbeson (1970), Keeler (1972), Murphy (1969), Sarndal and Statton (1975), Sarndal et al. (1978), Strazheim
(1969) and US Congress (1975).

3 See Crane (1944), Caves (1962), Cherington (1958), Gordon (1965), Jordan (1970), Koontz (1951, 1952), Proctor and Duncan (1954) and Wheatcroft (1956).
4 See Creel and Farell (2001), Kumbhakar (1990), Sickles (1985), Sickles et al. (1986) and Viton (1986).
5 See Caves et al. (1984), Formby et al. (1990), Gillen et al. (1985), Kirby (1986) and Roy and Cofsky (1985).
6 For further review of the literature on economies of scale in the airline industry, see Antoniou (1991).
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Beginning with a study by Eads et al. (1969), many authors began estimating the total cost curve or average cost curve
and using elasticity of total costs or average cost with respect to output to determine if economies of scale existed. Eads et al.
concluded that slightly increasing RTS existed for local service carriers, but this was consistent with previous studies that
found economies of scale only in very small carriers (1969). Most of the other studies from 1965 through 1984 used a similar
technique to conclude that RTS in the US airline industry were constant or constant after the smallest carriers. An exception
to this was a study by Reid and Mohrfeld (1973), which used a simple regression between revenue and assets to conclude
that decreasing RTS existed. Reid and Mohrfeld’s study is notable only in the fact that it is the only study to conclude decreas-
ing RTS.

2.2. Post-deregulation studies

The studies mentioned in Section 2.1 tended to estimate a total cost function by specifying a specific structural form such
as the Cobb Douglas cost function, but beginning with a study by Caves et al. (1984), it became common practice to estimate
the total cost function using a second order Taylor Series expansion known as the transcendental logarithmic (translog) total
cost function. Caves et al. defined returns to scale (RTS), as the inverse of the sum of elasticity of total cost with respect to
output and the elasticity of total cost with respect to network size and returns to density (RTD), as the inverse of elastic of
total cost with respect to output. Thus RTS in transportation came to be the impact of increasing network size and output
simultaneously and RTD came to be the impact of increasing output and leaving network size constant. The differences be-
tween these and the traditional definition of RTS are discussed in detail in Section 3. Between 1985 and 2001, more studies
were conducted, most of which used a similar technique of estimating a total cost curve and looking at elasticity of total cost
with respect to output (Sickles et al., 1986; Kumbhakar, 1990; Formby et al., 1990). There were two exceptions to this tech-
nique. Viton (1986) looked at average cost divided by marginal cost using data from the US in 1979 to see if fares had fallen
to marginal costs after de-regulation. The focus of Viton’s paper was not on RTS but on efficiency, but it concluded that
increasing RTS existed. The other exception was the most recent study by Creel and Farell (2001). Creel and Farell used a
Fourier Series approximation and compared this to the Taylor Series approximation. The Fourier Series approximation re-
sulted in a total cost curve with a slightly different shape, but the conclusions were the same for both of the models that
were tested, that only slight economies of scale existed in the airline industry.

2.3. Studies critical of Caves et al.

Although must studies conducted since Caves et al. (1984) have used the definitions of RTD and RTS used in that 1984
study, there have been multiple papers criticizing these definitions.7 In one of the first of these papers, Panzar (1989) showed
that RTD were equal to what had previously been defined as multiproduct RTS and showed an example where the Caves et al.
(1984) definition of RTS is always equal to unity showing that this is not a particularly relevant measure.8

In response to this criticism, two additional measures of return were investigated by Basso and Jara-Diaz (2005, 2006b). In
the first of these papers, Basso and Jara-Diaz (2005) argued that the calculation of economies of spatial scope would be more
useful than calculations of economies of scale and go onto calculate this measure based on the results of a previous study by
Gillen et al. (1990). They conclude that economies of spatial scope do exist and that it would be beneficial for a company
operating multiple subsidiaries to merge those operations. This, however, would only be the case in the presence of econ-
omies of scale for non-overlapping networks or increasing RTD for overlapping networks.9 Therefore, the estimation of the
traditional economic definition of RTS and the transportation definition of RTD should be sufficient to determine whether re-
turns to spatial scope exist.

The second measure investigated by Basso and Jara-Diaz (2006b) is a measure of multiproduct economies of scale, S, they
developed as an alternative to RTD to describe how expenses could be lowered with fixed network size by varying the route
structure. As opposed to RTD which describes a fixed network size and route structure. Kraus (2008) later showed that these
two measures are actually identical, if an airline is operating in a cost-minimizing manner. Therefore, S, as defined by Basso
and Jara-Diaz is useful in determining whether an airline is operating in a cost-minimizing manner with a fixed network size,
but still differs from the traditional economic definition of economies of scale which allows one to see the impact on costs of
allowing all factors other than factor input prices to vary as output is increased.

2.4. Rational for this paper

As stated in Section 1, there have been a large number of studies looking at the issue of returns to scale in the airline
industry, but none have been conducted using data from the last 20 years. In light of the large-scale mergers of the last
10 years and the increased industry concentration since deregulation it seems reasonable to theorize that economies of scale
7 For a more detailed description of these papers critical of Caves et al., see Basso and Jara-Diaz (2006a).
8 Similarly, Hurdle et al. (1989), Filipini and Maggi (1992), Jara-Diaz and Cortes (1996), and Oum and Zhang (1997) have shown that either Caves et al. (1984)

definition of RTS or an improved version of it is the same as multiproduct RTS.
9 In the absence of increasing RTS, the merger of two non-overlapping airlines would result in either the same or higher costs based on the definitions of

constant and diminishing RTS.
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exist today in the US airline industry even though they may not have existed prior to 1985 (Johnston and Ozment, 2011). This
study examines economies of scale using an updated data set and seeks to reconcile some of the disparity between the eco-
nomic and transportation definitions of economies of scale. The analysis in this study focuses on replicating the Caves et al.
study using more recent data and compares those measures of RTS and RTD to a traditional economic measure of RTS using
the same data. While the studies discussed in Section 2.3 provide valuable insights, investigating all of these potential mea-
sures in beyond the scope of the current study.
3. Returns to scale

From the traditional economics perspective, returns to scale (RTS) are a characteristic of a particular production technol-
ogy or production function. They describe the impact on output of scaling all inputs up or down in constant proportions.
Increasing RTS refers to a more than proportional change in output for a given change in inputs, diminishing RTS refers
to a less than proportional change in output for a given change in inputs, and constant RTS refers to a proportional change
in output for a given change in inputs. In most instances, one would expect to see constant RTS, decreasing RTS are typically a
short run phenomenon caused by one input being held fixed, and increasing RTS are sometimes possible because an increase
in output does not require an increase in fixed costs. It is also possible for a technology to have RTS vary with levels of output
and other factors (Varian, 1996).

Economies/diseconomies of scale, is a related concept but is a characteristic of a particular cost function. This concept
describes the impact on total costs of scaling output up or down. Economies of scale refers to a less than proportional change
in total cost for a given change in output, and diseconomies of scale refers to a more than proportional change in total cost for
a given change in output. If costs go up proportionally with a change in output, neither economies nor diseconomies of scale
exist.

‘‘Koontz (1951) was the first to introduce a distinction between economies of size and of density’’ (Antoniou, 1991), but
‘‘after Caves et al. (1984), it became customary to analyze transport industry structure using two indices: (1) economies of
density (RTD) and (2) economies of scale with variable network size (RTS)’’ (Basso and Jara-Diaz, 2006a,b). RTD was defined
as the impact of increasing output while holding network size, average length of haul, and load factor constant, and the def-
inition of economies of scale in the transportation industry was adjusted to describe the impact on cost of changing both
output and network size simultaneously and by the same percentage. Neither of these definitions coincides with the eco-
nomic definition of economies of scale due to the inclusion of operating characteristics in the cost function. The traditional
economic definition of economies of scale describes the impact on cost of increasing output while keeping input prices con-
stant, and with management making decisions that result in the maximum profit. This entails adjusting or holding constant
things such as load factor, network size, and average length of haul as appropriate. By including these network factors as
control variables in a cost function, it is only possible to see the impact of increasing or decreasing output while holding
all other independent variables constant or adjusting some simultaneously and by the same percentage and holding the oth-
ers constant. Again, the traditional economic definition of RTS involves the impact on cost of increasing output, while holding
the cost of inputs constant, and allowing all other factors to vary in the most efficient manner in order for the individual firm
to maximize profits.

This study addresses the disparity between these definitions by estimating both the traditional economic and transpor-
tation definitions of RTS. An added benefit of estimating a model without the various control variables will be the elimination
of almost all of the multicollinearity and corresponding increases in the variation of coefficient estimates. The differences in
the Variance Inflation Factors (VIF) between the two are discussed further in Section 6.
4. Econometric model

RTS can be measured by elasticity of scale (ES) or the percentage change in output given a one percent change in all inputs,
which can be derived from a production function. However, due to the duality theory, it can also be derived from the cost
function as the reciprocal of the elasticity of costs with respect to output, which can be derived from a cost function. An elas-
ticity of costs less than one corresponds to economies of scale and increasing RTS (elasticity of scale greater than one), and an
elasticity of costs of greater than one corresponds to diseconomies of scale and decreasing RTS (elasticity of scale less than
one). Finally an elasticity of costs (and scale) equal to one corresponds to neither economies nor diseconomies of scale and
constant RTS.

Since first introduced by Caves et al. in 1984, the majority of studies on economies of scale in the airline industry and
transportation in general have attempted to derive a total cost function of the following form:
TC ¼ f ðW; Z;Y ; T; FÞ ð1Þ
where TC is total operating cost, W is a vector of factor input prices, Z is a vector of control variables or operating character-
istics, Y is a measure of output, T is a vector of time effects, and F is a vector of firm effects. This study uses the same basic
model to estimate a transcendental logarithmic (translog) total cost function. The primary advantage of the translog function
is that it is an approximation of any general function because it is based on a second order Taylor series expansion (Caves
et al., 1984). Another advantage of the translog functional form over a Cobb–Douglas cost function, which is often used for
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cost and production functions, is that it allows for variances in economies of scale as the various factors change over time.
This more closely fits economic theory than constant RTS, which exist in Cobb–Douglas production functions. This implies
that a particular airline could exhibit increasing RTS at some times and constant RTS at others as the values of the input
prices, control variables, and output level vary.

The problem with this functional form in Eq. (1) is that the economic definition of economies of scale does not include the
effects of managerial decisions that would impact operational characteristic such as average stage length, average load fac-
tor, and network size. For example, if a factory doubles its output and costs increase by less than twice, that factory exhibits
economies of scale whether it increased output by investing in better equipment, improving efficiency, doubling the size of
the existing factory, or building a second, identical factory. These factors are simply assumed to vary in the most efficient
way possible. However, including operational characteristics in the cost function means that a researcher can only use this
model to see what will happen to costs as some (or all) of these operational characteristics are held fixed while the others
vary proportionally with output. Given this limitation, the decision by Caves et al. (1984) to define RTS as the impact on costs
while holding average stage length and load factor constant and allowing network size to vary proportionally with changes
in output is logical. However a researcher using this model has no insight as to what happens if output increases, network
size changes by a non-proportional amount, and average stage length and/or load factor change (a likely scenario). Therefore,
in this study a second model was estimated to look at ES with the following functional form:
TC ¼ f ðW;Y; T; FÞ ð2Þ
The same factor input prices (W) have been used in nearly every previous study. These have been fuel, labor, and capital (or
materials and capital), which are arguably the most important factors affecting total costs for airlines. Therefore, this study
uses fuel, labor, and capital prices as the factor input prices.

The various control variables (Z) used in previous studies have included average load factor (ALF), average stage length
(ASL), number of points served, number of routes served, and number of city pairs served (CPS). For this study, ALF, ASL,
and CPS will be used as control variables in Model 1. Number of points served was considered as an alternative to CPS
but the estimated coefficient was not significant and the sum of squared errors was higher than for the model using CPS
as the third control variable. CPS is a measure of direct connections that exist within an airline’s network rather than con-
nections through a hub because each leg of a journey would have similar expenses related to terminal operations. That is to
say the cost of terminal operations related to a flight with one connection would be approximately double the cost of ter-
minal operations related to a direct flight. These particular variables were chosen because they are some of the most com-
monly used in previous studies, and they do not have excessive correlation with other variables such as output or control
variables. However, significant correlation does become an issue in the translog model with the addition of second order
terms. These three control variables also capture how effectively the flight equipment is utilized and the size of the network.
It is not necessary to include traffic density as a variable, which could be measured as ASM per CPS because this information
is already included in the model by using ASM as a measure of output and CPS as a measure of network size.

There have been a variety of measures of output (Y) used in previous studies, and the most prevalent have been revenue
seat miles (RSM), available seat miles (ASM), revenue ton-miles, available ton-miles, number of passengers and departures.
However, all of these measures are highly correlated and for that reason, should not be used as multiple independent variables
in the same model. Also, because of this high correlation, it seems unnecessary to develop an aggregate measure of output
when just one could be used. Jara-Diaz and Basso (2003) suggest the use of both a flow-distance term and a pure flow term,
such as number of passengers, in order to capture both flying and terminal expenses; however, with the data set used in this
analysis, these two measures are highly correlated (q = 0.89), so either measure could be used as a variable to capture the
same information. ASM is chosen as a measure of output because a cost function should depend upon the total amount of
product produced (measured by ASM) not just the portion that is sold (measured by RSM) or the number of customers (mea-
sured by number of passengers). There is an assumption that a firm will operate efficiently, so that any large discrepancies
between ASM and RSM should be a short lived phenomenon. Because of the nature of the industry and the fact that services
cannot be stored for future use, small discrepancies will exist between the two in an attempt to capture all potential business.

Firm specific dummy variables (F) are included to capture any unobserved differences between firms. In addition to this,
year specific dummy variables (T) are included to capture any yearly differences resulting from anything other than inflation.
Finally, all dollar figures were converted to 1987 dollars using the producer price index for the airline industry (PPI) to ac-
count for differences resulting from inflation.

Including all of these variables results in Model 1 (Eq. (3)) which was proposed (with the restrictions) by Caves et al.
(1984) and can be used to estimate the transportation definitions of RTS and RTD. The traditional economic definition can
be estimated by Model 2 (Eq. (4)) if the restrictions and factor share equations are adjusted in the same manner.
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where €TCi ¼ ln TCi �
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, etc. and Y = ASM, W = {fuel price, labor price, capital price}, Z = {ALF,

ASL, CPS}. The mean of each variable was subtracted from each individual observation in order to center the data and make
the first order coefficients directly interpretable as elasticities of cost. To ensure that the estimated cost function is homog-
enous of degree one in input prices and to ensure symmetric cross effects, the following standard restrictions were imposed
on the parameters:
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Factor share equations were computed using Shephard’s (1953) lemma. Specifically, each input share (Ci) can be equated to
the derivative of the cost function with respect to input price i:
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Taking the derivative of the total cost function with respect to output results in an estimate of elasticity of total cost with
respect to output (EY ) or elasticity of costs. In a Cobb–Douglas function, this is simply the estimated coefficient on the mea-
sure of output, but it takes the following form for the translog function:
EY ¼
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Similarly elasticity of total cost with respect to city pairs served (ECPS) can be calculated at any point in the data. This means
that both EY and ECPS vary with changes in output level, factor input prices, and control factors. For Model 1, it is possible to
calculate RTS and RTD as defined by Caves et al. (1984), and for Model 2, it is possible to calculate elasticity of scale (ES) as the
inverse of EY . For the sake of clarity, ES will hereafter refer to the impact on cost of increasing output without regard to oper-
ational characteristics, RTS will refer to the impact on cost of increasing output and network size simultaneously while hold-
ing ALF and ASL constant, and RTD will refer to the impact on cost of increasing output while holding network size, ALF, and
ASL constant.
ES ¼ 1=EY RTS ¼ 1=ðEY � ECPSÞ RTD ¼ 1=EY ð8Þ
Elasticity of scale, RTS, or RTD are then said to be increasing, constant, or decreasing when ES is greater than one, equal to
one, or less than one, respectively.

Model 1 is the transportation model popularized by Caves et al. (1984) and includes control variables. Model 1 is there-
fore used to estimate RTD and the transportation definition of RTS. That is: the impact on cost of increasing output while
holding network size, average stage length, average load factor, and input prices constant (RTD) and the impact of increasing
output and network size simultaneously and at the same rate while holding average stage length, average load factor, and
input prices constant (RTS). Model 2 is the traditional economic model and can be used to estimate ES or the impact on cost of
increasing output while holding input prices constant and allowing all other factors to vary in the most efficient manner. A
possible criticism of Model 1 is that output and the three control variables may be related to each other, which would result
in endogenous variables appearing on the right hand side of the equations. This is a problem that is eliminated with Model 2
because output is determined from consumer demand and unobserved competitive forces, including the market determined
price of output, not the price of inputs. Because this study seeks to reconcile the differences between a traditional definition
of economies of scale and the transportation definition of economies of scale as first measured by Caves et al. (1984), it is
important to use the same modeling technique rather than structural equation modeling or another technique to account
for the potential endogenous right hand side variables. This same logic is also why the full translog functional form is esti-
mated rather than eliminating some of the non-significant second order variables.10

5. Data

The data set used in this study is comprised of annual observations on what were the nine largest US airlines in 2006. The
data consists of yearly observations on these airlines for every year between 1987 and 2009. These airlines present a wide
range of output level and controlled 67.2% of the market in 1987 and 78.4% of the market in 2009 (ATA, 1976–2010). Data on
America West Airlines was only available through 2006 because US Airways began reporting consolidated numbers in 2007
following their 2005 merger, and data for Northwest Airlines was only available through 2008 because consolidated data for
Delta/Northwest was reported in 2009 following their 2008 merger. This resulted in a total of 203 observations, so the final
models as estimated had 121 and 148 degrees of freedom. For a list of specific airlines and their beginning, ending, and aver-
age variables used see Table 1. Table 1 also lists the standard deviation of each variable over time for each airline and the
pite this reasoning, models eliminating some or all of the non-significant second order variables were tested, and the measures of RTS, RTD, and ES were
y identical to the full model.



Table 1
Description of the industry (dollar amounts adjusted for inflation).

Carrier Time period Expenses (millions) ASM (millions) Fuel per gallon Wage per employee (000) Cost of capital Average load factor Average stage length Number of city pairs

Alaska Mean $1203 14,255 $0.82 $52 5.30% 0.66 729 63
Std. dev. $436 5507 $0.38 $7 0.94% 0.08 140 8
1987 $504 5317 $0.61 $48 7.15% 0.55 517 55
2009 $1700 21,166 $1.12 $68 4.91% 0.79 1,015 77

American Mean $9154 106,685 $0.77 $60 5.90% 0.70 952 254
Std. dev. $1332 10,343 $0.37 $8 1.46% 0.07 131 51
1987 $5886 77,724 $0.56 $57 7.15% 0.64 729 311
2009 $8339 92,929 $1.25 $63 5.60% 0.83 1,049 187

America West Mean $1504 21,552 $0.62 $33 7.40% 0.68 755 88
Std. dev. $534 5759 $0.29 $6 1.85% 0.07 195 8
1987 $612 10,318 $0.47 $26 7.18% 0.56 442 70
2006 $2608 28,562 $1.41 $40 4.14% 0.80 1,014 85

Continental Mean $4626 50,442 $0.81 $52 7.18% 0.71 923 162
Std. dev. $1042 2979 $0.39 $7 2.09% 0.09 169 34
1987 $3459 54,626 $0.59 $46 11.12% 0.61 711 251
2009 $5416 49,393 $1.25 $50 5.46% 0.85 1,185 105

Delta Mean $8639 95,770 $0.80 $66 6.78% 0.69 732 312
Std. dev. $1493 12,813 $0.42 $11 1.15% 0.09 114 66
1987 $5255 71,504 $0.58 $54 6.33% 0.55 604 339
2009 $12,201 107,838 $1.35 $63 4.74% 0.85 907 188

Northwest Mean $4804 52,189 $0.80 $59 5.36% 0.70 710 207
Std. dev. $908 5915 $0.41 $10 1.22% 0.08 56 15
1987 $3256 41,499 $0.60 $54 8.40% 0.62 593 219
2008 $5621 45,004 $2.15 $46 4.15% 0.85 814 161

Southwest Mean $3265 51,747 $0.64 $52 4.91% 0.67 478 248
Std. dev. $1936 30,837 $0.31 $9 1.16% 0.05 103 131
1987 $657 11,457 $0.45 $49 6.64% 0.59 368 80
2009 $6504 98,004 $1.31 $69 4.80% 0.76 639 440

United Mean $8424 92,634 $0.80 $56 6.94% 0.72 929 226
Std. dev. $1339 11,217 $0.38 $7 1.84% 0.07 116 39
1987 $6403 86,246 $0.59 $54 11.05% 0.65 759 285
2009 $6926 69,290 $1.12 $56 6.69% 0.84 1,110 161

US Airways Mean $5544 48,834 $0.79 $42 5.80% 0.69 601 265
Std. dev. $1401 10,807 $0.37 $8 1.19% 0.08 127 98
1987 $1807 20,014 $0.58 $37 4.81% 0.65 425 183
2009 $5342 53,214 $1.08 $47 5.81% 0.83 858 167

All Carriers Mean $5298 59,939 $0.76 $53 6.16% 0.69 757 204
Minimum $504 5317 $0.38 $24 1.71% 0.53 368 53
Maximum $12,201 124,653 $2.15 $87 11.33% 0.85 1,185 449
Std. dev. $3078 33,306 $0.37 $12 1.68% 0.08 199 101
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minimum, maximum, mean and standard deviation of each variable for the entire sample. This is to show that there is sig-
nificant variation in all variables in the sample and within each airline over time. As previously stated, all prices were con-
verted to 1987 dollars using the producer price index (PPI), which was obtained from the Bureau of Labor Statistics’ website
(BLS, 1987–2009).

All data used in the analysis (excluding PPI) was obtained directly from Transtats or calculated using data obtained from
Transtats (1987–2009). Most of the data was for scheduled, domestic service only with the exception of input prices and
factor shares. Due to data availability, input prices and factor shares are based on system wide values, which seem to be
highly correlated with domestic values. One category of output is used: available seat miles (ASM). This is the only measure
of output used because it is highly correlated with all other potential measures of output such as revenue seat miles, number
of passengers, revenue ton-miles, or available ton-miles; furthermore, ASM is a measure of the total output produced not
only the portion sold (as RSM would be), and the carriers included in the study are predominately passenger carriers.

Three categories of input are used: fuel, labor, and capital. Fuel price is calculated by dividing fuel expenses by gallons
used, labor price is calculated by dividing payroll expenses by number of employees, and cost of capital is calculated as a
weighted average of interest as a percent of debt and depreciation as a percent of capital. Specifically, the measure of cost
of capital was calculated as
Table 2
Results
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LLF

Mea
Mea

Mea
Mea
Mea
Mea
Mea
Mea
Mea
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a See
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Assetsþ Liabilities
þ Interest Expense

Liabilities

� �
ð9Þ
Three categories of control variables were employed in Model 1: average load factor (ALF), average stage length (ASL), and
city pairs served (CPS). Average load factor is calculated by dividing available seat miles by revenue passenger miles, and
average stage length is calculated by dividing total miles by the number of departures. The dependent variable was total
operating expenses. Dummy variables were also included for unobserved firm effects and time effects. The parameter esti-
mates of the firm effect variables show if there is any difference between a particular carrier and Alaska Airlines, and the
time effect variables show if there is any difference between a particular year and 1987.

6. Estimation and results

The final translog models and a Cobb–Douglas version of each model (second order terms restricted to 0) were estimated
using SHAZAM econometric software with the system command. Specifically, the translog cost function and two of the three
factor share equations were estimated using seemingly unrelated regression or Zellner estimation. In a Monte Carlo study,
Kmenta and Gilbert (1968) showed that a non-iterative version of Zellner estimation is more efficient than an iterative ver-
sion in the absence of autocorrelation or heteroskedascticity. With the data used in this study, there was evidence of signif-
icant autocorrelation in the residuals (Durbin–Watson ranged from 0.69 to 0.88)). As is the case with most statistical
packages, SHAZAM does not allow for correction for autocorrelation with the systems of equations commands, so the data
was manually transformed by the method described in Whistler et al. (2004) and re-centered. For each model, the system of
equations was then estimated using the system command. The Durbin–Watson for these revised models ranged from 1.93 to
2.02, indicating that autocorrelation had been eliminated. Because the autocorrelation was eliminated prior to estimation,
the iterative procedure was not used in the final models.

The estimation results for the two translog models as well as those two models with second order terms restricted to zero
are shown in Table 2. To determine which model was the best fit to the data, F-tests were conducted to test the validity of the
various restricted versions of Model 1. With alpha values of 0.000, the hypotheses from both models that all second order
coefficients are equal to 0 are rejected. Therefore, both translog models are better than both Cobb–Douglas models. With
of cost function estimations.a

Model 1 translog Model 2 translog Model 1 Cobb–Douglas Model 2 Cobb–Douglas

em R2 0.9461 0.9318 0.8562 0.8464
1431.69 1390.38 1115.80 1097.73

n ES/RTS 1.274** 1.301** 1.297** 1.380**

n RTD 1.628** N/A 2.02** N/A

n EASM 0.605* 0.769* 0.494* 0.725*

n EFuel 0.303* 0.313* 0.334* 0.337*

n EWage 0.566* 0.558* 0.538* 0.536*

n ECapital 0.130* 0.129* 0.128* 0.127*

n EALF �0.262 N/A �0.508* N/A
n EASL �0.155 N/A �0.134 N/A
n ECPS 0.171* N/A 0.277* N/A

EASM = total cost elasticity with respect to ASM, EFuel = total cost elasticity with respect to fuel price, etc.
cantly different from 0 at 0.05 level.

ificantly different from 1 at 0.05 level.
Appendix for full results.



Table 3
Elasticity of scale at different times.

1987 1990 1993 1996 1999 2002 2005 2008 Avg.

Alaska ES 1.38* 1.32* 1.32* 1.32* 1.31* 1.31* 1.32* 1.31* 1.32*

RTS 0.95 1.15 1.16 1.23* 1.20* 1.21* 1.25* 1.25* 1.19
RTD 1.62* 1.61* 1.61* 1.52* 1.56* 1.64* 1.49* 1.47* 1.58*

America West ES 1.35* 1.30* 1.31* 1.31* 1.31* 1.30* 1.31* N/A 1.31*

RTS 1.02 1.28* 1.21* 1.26* 1.24* 1.25* 1.27* N/A 1.22*

RTD 1.51* 1.54* 1.62* 1.64* 1.58* 1.62* 1.49* N/A 1.58*

American ES 1.28* 1.30* 1.29* 1.30* 1.29* 1.28* 1.30* 1.30* 1.29*

RTS 1.33* 1.32* 1.27* 1.32* 1.31* 1.38* 1.36* 1.31* 1.26*

RTD 1.86* 1.71* 1.68* 1.61* 1.74* 1.74* 1.53* 1.50* 1.64*

Continental ES 1.29* 1.30* 1.30* 1.31* 1.30* 1.30* 1.31* 1.31* 1.30*

RTS 1.26* 1.25* 1.25* 1.28* 1.29* 1.26* 1.31* 1.28* 1.27*

RTD 1.81* 1.67* 1.68* 1.63* 1.66* 1.66* 1.49* 1.43* 1.61*

Delta ES 1.29* 1.30* 1.29* 1.29* 1.29* 1.29* 1.30* 1.31* 1.29*

RTS 1.28* 1.27* 1.29* 1.37* 1.32* 1.30* 1.34* 1.32* 1.30*

RTD 1.94* 1.75* 1.71* 1.64* 1.67* 1.63* 1.48* 1.46* 1.67*

Northwest ES 1.30* 1.30* 1.30* 1.30* 1.29* 1.30* 1.31* 1.32* 1.30*

RTS 1.22* 1.28* 1.27* 1.30* 1.30* 1.28* 1.31* 1.29* 1.27*

RTD 1.77* 1.65* 1.66* 1.64* 1.63* 1.71* 1.58* 1.45* 1.64*

Southwest ES 1.35* 1.31* 1.30* 1.30* 1.30* 1.29* 1.30* 1.31* 1.30*

RTS 1.03 1.20* 1.26* 1.30* 1.32* 1.28* 1.34* 1.34* 1.33*

RTD 1.54* 1.55* 1.59* 1.65* 1.74* 1.72* 1.69* 1.71* 1.66*

United ES 1.28* 1.30* 1.29* 1.29* 1.29* 1.30* 1.30* 1.30* 1.29*

RTS 1.35* 1.29* 1.30* 1.32* 1.32* 1.29* 1.33* 1.30* 1.31*

RTD 1.77* 1.64* 1.62* 1.59* 1.67* 1.71* 1.53* 1.48* 1.63*

US Air ES 1.33* 1.29* 1.30* 1.30* 1.30* 1.31* 1.31* 1.31* 1.30*

RTS 1.14 1.33* 1.27* 1.29* 1.27* 1.22* 1.29* 1.30* 1.31*

RTD 1.71* 1.67* 1.76* 1.66* 1.75* 1.55* 1.40* 1.50* 1.65*

Averagea ES 1.31* 1.30* 1.30* 1.30* 1.30* 1.30* 1.30* 1.31* 1.30*

RTS 1.16 1.26* 1.25* 1.30* 1.28* 1.27* 1.31* 1.30* 1.27*

RTD 1.71* 1.64* 1.66* 1.62* 1.66* 1.66* 1.53* 1.50* 1.63*

* Significantly different than 1 at the 0.05 level; all others are significantly different than 1 at the 0.05 level.
a Using the average of all carrier observations for a year to compute.
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an alpha value of 0.033, the hypotheses that coefficients related to control variables are all equal to 0 was also rejected at the
0.05 level, however, there was also some evidence of reduced multicollinearity in Model 2 in that Model 1 had a VIF higher
than 10 for 80% of the variables, and Model 2 had a VIF higher than 10 for 55% of the variables. Furthermore, all of the high
VIFs in Model 2 were on the coefficients of fuel, fuel2, and the time specific dummy variables. These were all highly signif-
icant despite the multicollinearity, indicating that the presence of multicollinearity in Model 2 had little impact on our esti-
mates. Model 1, on the other hand, had high VIFs on many of the parameters of interest, and many of those were non-
significant, suggesting that the presence of multicollinearity may have impacted those estimates.

Therefore, the F-test favors Model 1, and the VIFs favor Model 2, so the major deciding factor on whether to use Model 1
or Model 2 should be what type of information is sought. Model 1 shows the impact on costs of increasing output while hold-
ing load factor, stage length, and/or network size constant or allowing any or all of them to vary proportionally with output,
while Model 2 shows the impact on costs of increasing output regardless of changes to load factor, stage length, and network
size.

The final translog models had R2 values of greater than 0.93 for the system and greater than 0.90 for all equations in the
systems, indicating an excellent fit to the data. Comparisons of the average total cost elasticity with respect to output and
other variables, scale elasticity, returns to scale and returns to density can be seen in Table 2, and a complete list of the esti-
mated coefficients, including the cost share equations, can be seen in the Appendix in Table A1. As evidenced by Table 2, all
the models are very similar and show that economies of scale or returns to scale exist in the airline industry. At the mean of
the data, all measures of returns to scale are significantly different than one.11

The fact that the mean ES/RTS from both models were very similar and significantly greater than one reveals that the ma-
jor US airlines enjoy economies of scale under both definitions. Under the definition proposed by Caves et al. (1984) a 1%
11 A variety of specifications were estimated for each model including without non-significant second order variables, without time specific dummy variables,
without second order variables related to output, and without any second order variables (Cobb–Douglas). With all of these specifications, returns to scale
existed under both Model 1 and Model 2 definitions and ranged from 1.19 to 1.30 for Model 1 and from 1.20 to 1.38 for Model 2. The consistency of the returns
to scale measures is indicative of the robustness of the results, but the full translog specification was selected because it matches the method used by Caves
et al. (1984) and will therefore provide a good basis of comparison between the two models.
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increase in both ASM and CPS while holding ASL, ALF, and input factor prices constant should result in only a 0.78% increase
in expenses, and under the traditional economic definition, a 1% increase in ASM while holding input factor prices constant
and allowing CPS, ASL, and ALF to fluctuate should result in only a 0.77% increase in expenses. With regards to RTD in Model
1, a 1% increase in output with no change in network size or configuration would result in a more dense network and a 0.61%
increase in expenses.

Elasticities of factor input prices are also very similar between the two models and, as would be expected, reveal that an
increase in any of the factor prices will result in increased costs, and a 1% increase in all three factor input prices would result
in a 1% increase in total expenses and expenses per ASM and RSM.

Elasticities of control or managerial variables in Model 1 reveal a lack of statistical significance of ALF and ASL, although
both are negative values. These results are unsurprising because for ALF to increase while holding ASM constant would re-
quire an increase in RSM, and for the data included in this analysis, RSM and ASM were highly correlated. In other words, this
is a scenario that may not have occurred in the data analyzed. The lack of significance of ASL seems surprising at first, but it
would be unlikely to have an increase in ASL with no change in CPS, ASM, or ALF, so again this specific scenario may have
never occurred in the data analyzed, making the lack of significance less surprising. The elasticity of CPS reveals that an in-
crease in CPS while holding all else constant would result in slightly increased costs. This increase in CPS with no change in
ASM would require a reallocation of resources and modest increases in ground operations from things such as terminal per-
sonnel and lease of terminal space.

Another important aspect of the airline industry that can be explored because this study estimated a translog model are
measures of ES, RTS, and RTD at different points in time and different airlines based on their input factor prices, output, and
network configuration. These specific estimates can be calculated by evaluating the first derivative of the cost function with
respect to output at various points in the data. Therefore these estimates are impacted by the coefficient of ASM and CPS and
the second order coefficients or interaction terms related to ASM and CPS.
Fig. 1. Revenue per ASM and RPM.

Fig. 2. US ASM 1975–2009.



Table A1
Full estimation results.

Cost equation Translog model Cobb–Douglas model

Model 1 Model 2 Model 1 Model 2

R2 = 0.949 R2 = 0.944 R2 = 0.936 R2 = 0.936 R2 = 0.935 R2 = 0.924

First order terms
Constant �0.767* �0.714* �0.580* �0.537* �0.828* �0.554*

Output 0.614* 0.554* 0.769* 0.740* 0.494* 0.725*

City pairs served 0.171* 0.240* – – 0.277* –
Stage length �0.155 �0.066 – – �0.134 –
Load factor �0.262 �0.411* – – �0.508* –
Labor price 0.556* 0.556* 0.558* 0.558* 0.538* 0.536*

Fuel price 0.314* 0.315* 0.313* 0.314* 0.334* 0.337*

Capital price 0.129* 0.130* 0.129* 0.128* 0.128* 0.127*

Second order terms
(Output)2 0.120 – 0.032 – – –
(City Pairs)2 0.187 – – – – –
Output � City Pairs �0.245 – – – – –
(Labor Price)2 0.198* 0.198* 0.203* 0.203* – –
(Fuel Price)2 0.218* 0.219* 0.224* 0.224* – –
(Capital Price)2 0.057* 0.056* 0.055* 0.054* – –
Labor � Fuel �0.179* �0.181* �0.186* �0.186* – –
Labor � Capital �0.019* �0.017* �0.017* �0.016* – –
Fuel � Capital �0.039* �0.038* �0.038* �0.037* – –
(Stage Length)2 0.211 – – – – –
(Load Factor)2 1.289 – – – – –
Stage Length � Load Factor �0.901 – – – – –
Output � Labor �0.067* �0.060* 0.000 – – –
Output � Fuel 0.057* 0.060* �0.009 – – –
Output � Capital 0.011 – 0.008 – – –
City Pairs � Labor 0.088* 0.081* – – – –
City Pairs � Fuel �0.077* �0.081* – – – –
City Pairs � Capital �0.011 – – – – –
Stage Length � Labor 0.116* 0.107* – – – –
Stage Length � Fuel �0.140* �0.144* – – – –
Stage Length � Capital 0.024 0.038* – – – –
Load Factor � Labor �0.171* �0.162* – – – –
Load Factor � Fuel 0.158* 0.162* – – – –
Load Factor � Capital 0.013 – – – – –
Output � Stage Length �0.139 – – – – –
Output � Load Factor 0.255 – – – – –
City Pairs � Stage Length 0.113 – – – – –
City Pairs � Load Factor �0.548 – – – – –

Firm dummies
America West 0.238* 0.213* 0.209* 0.177* 0.253* 0.189*

American 0.608* 0.584* 0.484* 0.477* 0.682* 0.510*

Continental 0.511* 0.479* 0.427* 0.389* 0.533* 0.396*

Delta 0.488* 0.471* 0.475* 0.463* 0.538* 0.488*

Northwest 0.447* 0.403* 0.445* 0.407* 0.435* 0.398*

Southwest 0.009 0.000 0.145** 0.120 �0.022 0.085
United 0.664* 0.632* 0.529* 0.516* 0.712* 0.525*

US Airways 0.631* 0.609* 0.719* 0.682* 0.644* 0.709*

Time dummies
1988 0.086* 0.069* 0.066* 0.059* 0.087* 0.073*

1989 0.170* 0.151* 0.136* 0.127* 0.177* 0.157*

1990 0.152* 0.122* 0.102* 0.090* 0.138* 0.105*

1991 0.247* 0.210* 0.176* 0.163* 0.231* 0.175*

1992 0.314* 0.275* 0.232* 0.218* 0.302* 0.230*

1993 0.298* 0.268* 0.216* 0.202* 0.300* 0.214*

1994 0.329* 0.288* 0.227* 0.210* 0.336* 0.224*

1995 0.390* 0.346* 0.259* 0.239* 0.396* 0.244*

1996 0.414* 0.369* 0.266* 0.247* 0.406* 0.230*

1997 0.483* 0.435* 0.320* 0.300* 0.482* 0.291*

1998 0.542* 0.493* 0.366* 0.346* 0.583* 0.378*

1999 0.572* 0.523* 0.393* 0.374* 0.610* 0.403*

2000 0.495* 0.444* 0.303* 0.284* 0.501* 0.278*

2001 0.502* 0.456* 0.304* 0.284* 0.520* 0.280*

2002 0.461* 0.413* 0.258* 0.236* 0.491* 0.245*

2003 0.413* 0.365* 0.197* 0.173* 0.437* 0.173*

(continued on next page)
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Table A1 (continued)

Cost equation Translog model Cobb–Douglas model

Model 1 Model 2 Model 1 Model 2

R2 = 0.949 R2 = 0.944 R2 = 0.936 R2 = 0.936 R2 = 0.935 R2 = 0.924

2004 0.410* 0.366* 0.182* 0.159* 0.430* 0.147*

2005 0.353* 0.326* 0.128* 0.103* 0.433* 0.118*

2006 0.311* 0.289* 0.082 0.057 0.431* 0.105**

2007 0.295* 0.271* 0.052 0.027 0.416* 0.075
2008 0.198* 0.192* �0.029 �0.057 0.448* 0.087
2009 0.340* 0.328* 0.098** 0.072 0.441* 0.082

Fuel share equation R2 = 0.923 R2 = 0.923 R2 = 0.900 R2 = 0.899 R2 = 0.136 R2 = 0.132

Constant 0.314* 0.314* 0.314* 0.314* 0.334* 0.337*

Fuel Price 0.218* 0.219* 0.224* 0.224* – –
Labor Price �0.179* �0.181* �0.186* �0.186* – –
Capital Price �0.039* �0.038* �0.038* �0.037* – –
Output 0.057* 0.060* �0.009 – – –
City Pairs Served �0.077* �0.081* – – – –
Stage Length �0.140* �0.144* – – – –
Load Factor 0.158* 0.162* – – – –

Labor share equation R2 = 0.930 R2 = 0.930 R2 = 0.910 R2 = 0.910 R2 = 0.494 R2 = 0.493

Constant 0.556* 0.556* 0.558* 0.558* 0.538* 0.536*

Labor Price 0.198* 0.198* 0.203* 0.203* – –
Fuel Price �0.179* �0.181* �0.186* �0.186* – –
Capital Price �0.019* �0.017* �0.017* �0.016* – –
Output 0.067* �0.060* 0.000 – – –
City Pairs Served 0.088* 0.087* – – – –
Stage Length 0.116* 0.107* – – – –
Load Factor �0.171* �0.162* – – – –

Capital share equation R2 = 0.519 R2 = 0.517 R2 = 0.505 R2 = 0.505 R2 = 0.195 R2 = 0.194

Constant 0.130* 0.130* 0.129* 0.128* 0.129* 0.128*

Labor Price �0.017* �0.016* �0.016* �0.015* – –
Fuel Price �0.039* �0.039* �0.038* �0.038* – –
Capital Price 0.056* 0.055* 0.054* 0.053* – –
Output 0.010 – 0.008 – – –
City Pairs Served �0.010 – – – – –
Stage Length 0.024 0.038* – – – –
Load Factor 0.014 – – – – –

* Significant at the 0.05 level.
** Significant at the 0.10 level.
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ES, RTS, and RTD measured every 3 years on all the airlines in the sample are shown in Table 3. This table illustrates that at
most points in time ES and RTS are very similar, but early in the sample period, there were significant differences between
the two measures for the smaller, faster growing carriers in the sample (Alaska, America West, Southwest, and US Air).
Rather than this being an issue with scale economies, it is more likely due to the fact that a rapidly growing airline would
need to adjust CPS, ALF, and ASL disproportionately to increases in output in order to maintain efficiency and customer ser-
vice while growing. Tables 2 and 3 also reveal that at the mean of the data (where the estimated parameters are most accu-
rate) RTS or the transportation definition of scale economies are slightly lower than ES or the traditional economic definition
of scale economies, but under either definition, economies of scale do exist for the largest US airlines.
7. Conclusion

The results of this study show that on average the largest major US airlines have enjoyed increasing RTS for the past
22 years. This alone might lead to the conclusion that airlines are able to charge any price they like at the expense of con-
sumers, however, this does not seem to be the case. After adjusting for inflation, the average revenue per ASM for the airlines
in our sample actually declined from $0.07 in 1987 to $0.06 in 2009, and average revenue per RSM declined from $0.12 in
1987 to $0.07 in 2009 (Transtats, 1987–2009). These yearly averages can be seen in Fig. 1.

A bigger issue than potential extra expenses for consumers is that the presence of economies of scale in the domestic pas-
senger airline market indicates inefficiencies in operations in the sense that expenses per unit of output could be reduced by
increasing the scale of operations. As long as per unit expenses can be reduced by increasing output, it would be more effi-
cient to increase output, which would lead to greater profitability for airlines or greater value for consumers from lower
priced tickets. Of course, increasing output is only a viable option if that additional output can be sold to consumers, which
may not be the case in a competitive marketplace. This existence of economies of scale is one possible explanation of the
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recent increase in large scale mergers in the US airline industry. Of course, with the slack demand following the terrorist
attacks of September 11, 2001 and the bankruptcies of the past decade, the existence of constant returns to scale would
be enough to justify such a merger.

The results of this study certainly do not invalidate the results of any previous studies, but they do call into question
whether the inclusion of operational characteristic variables in cost functions has confused the issue of returns to scale.
For example, if Caves et al. (1984) had calculated elasticity of scale from a traditional economic viewpoint, would they still
have found no evidence for returns to sale? Fig. 2 shows that the domestic airline industry was experiencing much more
rapid growth until 1987 than after 1987 (ATA, 1976–2010), and Table 3 shows that the biggest difference between the
two measures is during periods of rapid growth. Therefore it is possible that Caves et al. (1984) would have seen some evi-
dence for economies of scale if they had used the traditional economic definition. Airlines would have had much less flex-
ibility in managerial decisions such as stage length, load factor, and city pairs served under the regulatory environment that
existed during a large part of the sample period of the Caves et al. study (1984). Because of these restrictions, airlines may
have found it necessary to make less than optimal decisions in regards to network size, stage length, and load factor when
expanding output.

From a policy standpoint, there is no reason to think that the conclusion from the studies leading up to deregulation were
inaccurate either. It certainly seems likely that, given the set of constraints they faced, US airlines were operating at an effi-
cient level prior to deregulation. If that were the case, they would not have seen any benefit from increasing output without
some change taking place in the input price or regulatory environment. While that is exactly what took place with deregu-
lation in 1979, it was probably several more years before the industry as a whole changed enough that an airline could re-
duce per unit costs by increasing output and making the necessary adjustments to network size, stage length, and load
factor.

This study and its results contribute further to the current body of literature in that it re-examines economies of scale in
the airline industry using a newer and more extensive set of data entirely from the post-deregulation era. This data begins
after the industry had time to adjust its operation to an unregulated environment and extends through a period of significant
growth and concentration in the industry. Furthermore, this study details why the addition of control variables in an esti-
mated model actually restricts the interpretation of results to a variety of very specific scenarios in which zero, one, or more
of the control variables are allowed to vary proportionally with output while the others remain constant. These are scenarios
which may be of interest bur are unlikely to occur in the real world. Model 2, which was estimated in this study, explains
what will happen to costs as output is increased and other managerial factors are allowed to vary in the most efficient way
possible whether this includes changing network size, altering route structure, adjusting average load factor, or changing the
average length of haul, all of which may be necessary in order to meet the economic assumption of operational efficiency.
This study also provides one possible explanation for the recent large scale mergers in the US airline industry. These mergers
may be more feasible because of slack demand and bankruptcies but would not make as much financial sense without the
possibility of reduced expenses following the merger. In conclusion, this study contributes to the current body of literature
on economies of scale in the airline industry by analyzing a current and extensive data set and estimating a model that can
be applied to any real world situation where output increases and other factors are adjusted in the most efficient way pos-
sible rather than remaining constant or increasing at the same rate as output.

Appendix A. Complete estimation results

See Table A1.
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