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Topic: Autocorrelation

• This problem set deals with autocorrelation, and in particular detection (visually and

by several diagnostic tests), robust inference (using Newey-West standard errors), and

nonlinear least squares for model estimation with autocorrelated errors.

• We use annual U.S. macroeconomic time-series data over the period 1963�1982 (t =

1, 2, . . . , 20), available as investment.txt on the website. Import the data into a

dated work�le as year (date), gnp (output), inv (investment), p (price level) and

int (interest rate). In what follows, T refers to the e�ective sample size.

• Refer to �gures 1 � 3, and perform the following:

1. Perform a brief descriptive analysis of the dataset. Do you notice any features

of interest? Then, run a linear regression of inv/p on a constant, gnp/p, and

int−∆p, where ∆p := pt−pt−1, and the EViews command for �rst-di�erencing

is d(p,1). Plot the estimated residuals ût against time, and interpret the results.

Check for the normality of ût at the 90% level.1 Finally, testH0 : β2 = −8 (where

β2 is the weight on int−∆p) against the two-sided H1, at the 95% level.

2. Re-run the above regression, using Newey-West robust (to heteroscedasticity

and autocorrelation of unknown form) standard errors. Calculate the lag length

L = integer(4(T/100)2/9) that is used in the computation of the standard errors.

1Hint (optional, advanced): how many observations have been used in the model estimation? Sugges-
tion: use the asymptotic χ2

0.90(2) critical value, then use Figure 3 and/or Table 1 in the `Finite-sample
quantiles of the Jarque-Bera test' handout to approximate the actual 90% level critical value to 1 d.p.;
does this change the test result?
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What do you notice from the regression output? Again, test H0 : β2 = −8

against the two-sided alternative, at the 95% level. Explain your �ndings.

3. One of the most widely-used checks for autocorrelation is the Durbin-Watson

d statistic, which is based on the principle that if the true disturbances are

autocorrelated, then this should be revealed through autocorrelation of ût:

d =

∑T
t=2(ût − ût−1)

2∑T
t=1 û

2
t

.

This is related to the sample autocorrelation ρ̂ := (
∑T

t=2 ûtût−1)/(
∑T

t=1 û
2
t ):

d = 2(1− ρ̂)−

(
û21 + û2T∑T

t=1 û
2
t

)
.

(Show this.) If the sample is large, then:

d ≈ 2(1− ρ̂),

and so d ≈ 2 as ρ̂ = 0 and d > 2 as ρ̂ < 0 and d < 2 as ρ̂ > 0. Practically,

the distribution of d under the null hypothesis H0 : no autocorrelation (ρ = 0),

depends upon on the explanatory variables in the regression, and the critical

region does not come from a `standard' distribution. The d test is not valid

if lagged dependent variables are used as explanatory variables. Further, the

d test can only be used to test for no autocorrelation against H1 : �rst-order

autocorrelation. What is the interpretation of the d statistic from part 1?

4. An asymptotic approximation to the distribution of d (as T →∞) is:

d ∼ N(2, 4/T ).
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Use this result to formally test H0 : ρ = 0 at the 95% level.

5. A more sophisticated check for autocorrelation is the Breusch-Godfrey test,

which assesses the null of no autocorrelation up to lag p, against the alternative

that ut ∼ AR(p) or ut ∼ MA(p) (the same test procedure is used for both). It

consists of regressing ût on a constant, the original (non-constant) explanatory

variables and ût−1, . . . , ût−p, computing the R2 from this regression, and noting:

T R2 ∼ χ2(p),

where T here is the e�ective sample size. This is equivalent to regressing ût on

the part of the lagged residuals that is unexplained by the explanatory variables

(if some �t is found, this will be due to the correlation between the current and

lagged residuals: autocorrelation!). Interpret the results of this test statistic

(computed using EViews), with p = 4.2

6. Regress inv/p on a constant, gnp/p, int − ∆p, and AR(1) errors, using non-

linear least squares (to include AR(1) errors in a model, use ar(1); to include

AR(2) errors, use ar(1) and ar(2) together, etc.). Compare the results to part

1 above, and interpret the AR(1) coe�cient. Does the Breusch-Godfrey test

suggest that explicit modelling of error dependence has removed the problem of

autocorrelated errors?! (Hint: try various lags p).

• Note that this problem set is intended to introduce methods of treating autocorre-

lation, and does not deal with some fundamental time-series issues (such as possible

nonstationarity of the series) that can be very important when modelling such data.

2Note that performing this test manually will give a di�erent value for the computed test statistic,
since EViews sets all presample values of the residuals to zero rather than dropping those observations,
e.g. û0 = 0, û−1 = 0, etc. Furthermore, a di�erent choice of lag p may also change the test outcome!
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Figure 1: Ordinary least squares regression of inv/p on a constant, gnp/p, and int−∆p,
and actual and �tted residuals.
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Figure 2: Ordinary least squares regression of inv/p on a constant, gnp/p, and int−∆p,
with Newey-West standard errors, and results of Breusch-Godfrey test for autocorrelation.
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Figure 3: Ordinary least squares regression of inv/p on a constant, gnp/p, and int−∆p,
with AR(1) errors, and results of the Breusch-Godfrey test for autocorrelation.
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Figure 4: Statistical table for N(0, 1). These tables have been taken from:
http://fsweb.berry.edu/academic/education/vbissonnette/tables/tables.html.
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Figure 5: Statistical table for Student's t(r).
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Figure 6: Statistical table for F (m,n) at the 5% level.
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Figure 7: Statistical table for F (m,n) at the 1% level.
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Figure 8: Statistical table for χ2(q).


