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Topic: Introduction to Multivariate Regression

• This class is an introduction to the menu-driven features of EViews 6. The data

is available on the website as cigarette.txt.

• The problem set covers (i) �le import and work�le save, (ii) statistical analysis,

(iii) creation of groups, (iv) ordinary least squares, (v) (robust) inference, and (vi)

diagnostic testing.

• We use data on (i) the log of cigarette consumption (in packs) per person of smoking

age (> 16 years) for 46 U.S. states in 1992: LNC (ln(C)), (ii) the log real price of

cigarettes in each state, normalized at 1983$ per pack: LNP (ln(P )), and (iii) the

log of real disposable income per capita in each state, in 1983$1000: LNY (ln(Y )).

• Perform all of the steps described in Figures 1�85 (answering any corresponding

questions, and carefully considering the methods and output, noting any new or

confusing tools), and end by responding in full to the following questions:

1. Regress log consumption on log prices (eq01):

l̂n(Ci) ≈ [ ] + [ ] ln(Pi),

with estimated residuals û
(1)
i ≈ ln(Ci) + [ ] + [ ] ln(Pi).

What is the estimated price elasticity of consumption? Answer:

∂ l̂n(Ci)

∂ ln(Pi)
≈ [ ]

http://perso.recherche.enac.fr/~steve.lawford/data/cigarette.txt


IENAC22 / Econometrics 1 / Applied Problem Set 1 2

and so a [ ] increase/decrease in price results in a [ ] in-

crease/decrease in consumption.

2. Regress log consumption on log prices and log income (eq02):

l̂n(Ci) ≈ [ ] + [ ] ln(Pi) + [ ] ln(Yi).

3. Regress log income on log prices (eq03):

l̂n(Yi) ≈ [ ] + [ ] ln(Pi),

with estimated residuals û
(3)
i ≈ ln(Yi) + [ ] + [ ] ln(Pi).

4. Regress log consumption on û
(3)
i (eq04):

l̂n(Ci) ≈ [ ] + [ ] û
(3)
i

5. Regress û
(1)
i on û

(3)
i (eq05):

̂̂
u
(1)
i ≈ [ ] + [ ] û

(3)
i .

6. Regress log consumption on log income, log income squared, and log prices

(eq06):

l̂n(Ci) ≈ [ ] + [ ] ln(Yi)+ [ ] (ln(Yi))
2+ [ ] ln(Pi),

so that a [ ] increase/decrease in price results in a [ ] in-
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crease/decrease in consumption. The income elasticity of consumption is now:

∂ ln(Ci)

∂ ln(Yi)
≈ [ ] + [ ] ln(Yi),

which is greater than (equal to) less than 1 as ln(Yi) is less than (equal to) greater

than [ ] (as Yi is less than (equal to) greater than $ [ ] ): use

the full available accuracy on the estimated coe�cients when performing this

computation. Interpret your �ndings carefully.

7. Compare equations eq02, eq04 and eq05. In eq02, [ ] quanti�es the

impact of log income on log consumption. In eq04, û
(3)
i is the part of log income

not explained by log price, and so [ ] quanti�es the impact on log

consumption of that part of log income not explained by log price. In eq05,

û
(1)
i is the part of log consumption not explained by log price, and so

[ ] quanti�es the impact on that part of log consumption not explained

by log price, of that part of log income not explained by log price. Carefully

explain the intuition behind these results.

• Special attention should be paid to observations 3 (Arkansas), 15 (Kentucky) and 40

(Utah): Arkansas and Kentucky have particularly high sales, Kentucky is a producer

with rather low prices, and Utah has especially low sales because of its high Mormon

population (which bans smoking). It is important to build a deep understanding of

the structure and peculiarities of your data before you start modelling.
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Importing Data into a Work�le
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Figure 1: Check that the dataset cigarette.txt can be opened by double-clicking on
the website link (various data formats can be used, including .txt and .xls). Open a
new work�le in EViews 6: it is possible to work on multiple work�les simultaneously.
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Figure 2: Choose the work�le structure: unstructured/undated (this can often be conve-
nient even for time-series). Choose the number of observations: using this method, it is
necessary to know the sample size before importing the data. Alternatively, data can be
imported by File - Open - Foreign Data as Work�le . . ., and navigating to the data�le.
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Figure 3: An unnamed work�le is opened, indicating the sample size, and EViews `objects'
that will later contain estimated parameter values (c) and estimated residuals (resid).
Import the data into EViews, choosing the appropriate format.
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Figure 4: Navigate to the data�le, and open. EViews will preview the data�le, and enables
various choices to be made concerning the import, including delimiter type, header, etc.
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Figure 5: Choose names for the series (stored in columns), and select `Treat multiple
delimiters as one' and both `Tab' and `Space'. Verify the other settings. EViews will
import the data, creating objects for each of the variables (lnc, lnp, lny, obs).
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Figure 6: Click on lnc, to view the data on log consumption. Click on resid, to view the
estimated residuals û: these have not yet been de�ned, since no model has been estimated.
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Figure 7: Select the estimated coe�cient object c, which has not yet been de�ned since
the model, and β̂, have not been estimated. Choose the `Histogram and Stats' option
from the Quick - Series Statistics menu.
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Univariate Descriptive Statistics
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Figure 8: Enter the series name: lnc. The histogram of the data also gives some basic
descriptive statistics, up to the standardized fourth central moment (kurtosis), and the
Jarque-Bera test for normality of the data: this performs the joint test that the skewness
= 0 and the kurtosis = 3.
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Figure 9: Choose `Stats Table', and view the same descriptive statistics in spreadsheet
format, with the addition of the sum

∑
i lnci and the sum of squared deviations

∑
i(lnci−

(n−1
∑

i lnci))
2, where n is the sample size.
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Figure 10: Choose `Stats by Classi�cation', which enables choice of descriptive statistics,
binning of data, and other output options.
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Figure 11: Select the mean, standard deviation, skewness, kurtosis, and the number of
observations, choose the series lnc, and set the maximum number of bins to 4. The data
is grouped (binned) if (a) lnc has more than 100 distinct values (not relevant here, since
n = 46), or (b) if each distinct value of lnc occurs less than twice. The maximum number
of bins only provides approximate control over the actual number that will be selected
by EViews. The displayed output results. Why are some statistics not computed
(NA) for the �rst bin?
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Figure 12: Select Quick - Graph. Choose the series lnc, and then select Categorical graph
- Boxplot with lnc for `Within graph'. Before plotting the graph, choose `Factor and
Graph Layout Options'.
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Figure 13: Select 4 quantile bins, and check the `Include category totals' box. Plot
the boxplots for each of the four quartiles of lnc, and for the full sample. Can you
identify the mean, median, �rst quartile Q1, third quartile Q3, staples (the
last datapoints that do not fall below Q1−1.5IQR, or exceed Q3+1.5IQR,
where IQR is the interquartile range Q3−Q1) and far outliers (observations
which fall below Q1−3IQR, or exceed Q3+3IQR)? The shaded areas correspond to
median±1.57IQR/

√
n, and give an approximate con�dence interval for equality of median

across bins (if the shaded areas do not overlap, then the medians are (roughly) not equal).
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A Hypothesis Test on a Variable Mean
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Figure 14: Select `Simple Hypothesis Tests' and choose x̄0 = 4.8, to test H0 : x̄ = x̄0 = 4.8
using a t statistic t =

√
n(x̄ − x̄0)/σ̂ ∼ t(n − 1) under the null hypothesis, if x (lnc) is

normally distributed.
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Figure 15: Result of hypothesis test H0 : x̄ = x̄0 = 4.8 against the two-sided alternative.
Use statistical tables to perform this test manually at the 95% level of signif-
icance: what is the decision rule and what is the outcome of the test? Note
that the null is rejected at the 90% level of signi�cance (this can be seen easily, since the
`Probability' is less than 0.10). Now set x̄0 = 6, to test H0 : x̄ = x̄0 = 6.
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Figure 16: Result of hypothesis test H0 : x̄ = x̄0 = 6 against the two-sided alternative.
Perform this test manually at the 95% level, using statistical tables. Note that
the null is rejected at the 99% level of signi�cance (since the `Probability' is less than
0.01). For lnc, select a Basic graph - Line & Symbol.
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Plot Formatting
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Figure 17: Plot of lnc against observation number (data not ordered). Select the graph
(right click), and choose `Options'.
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Figure 18: From the option screen, choose line width, and set to 2.0pt.
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Figure 19: From the option screen, change the line colour. Display the �nal plot.
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Figure 20: Select the graph, and choose `Save graph to disk'. Choose a path and �lename,
and set the �letype to .emf. Save the graph.
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Figure 21: Find the graph �le and double-click on it. The graph can also be copied and
pasted in the usual way: copy it into a Word document, or similar.
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Figure 22: Select Options and Legend. Check `Display legend' and change the legend to
`Natural logarithm of cigarette consumption'.
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Figure 23: Remove the frame around the graph. Display the plot.
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Univariate Descriptive Statistics (Continued)
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Figure 24: Select an Empirical CDF distribution plot, and uncheck the `Display con�dence
interval' box.
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Figure 25: Display the plot. The empirical cumulative distribution plot displays a data-
calculated Prob(X ≤ x) for all x. Select a Quantile - Quantile plot.
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Figure 26: Select `Normal' distribution and `Display �t line', to give the quantile-quantile
plot of the data against the normal distribution: this plots each quantile of the observed
data qα against the corresponding quantile from the normal distribution (standardized to
have the same mean and variance as the observed data).
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Figure 27: Choose a `Kernel Density' distribution plot, with `Normal' kernel.
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Figure 28: Select `Exact' instead of `Linear Binning', to give the Gaussian kernel density
plot of the data: f̂(x) = (nh)−1

∑
iK((x − Xi)h

−1), where n is the sample size, h is
the kernel bandwidth (chosen automatically by EViews), and K() is the kernel (here, the
N(0,1) pdf). Compare this to the histogram of the data that was plotted earlier.
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Figure 29: Select `Correlogram' and `Level', with 20 lags.
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Figure 30: Autocorrelation function (ACF) and partial autocorrelation function (PACF)
of lnc, for the �rst 20 lags (s), with associated Ljung-Box Q statistic, and probability
that the autocorrelations up to and including lag s are jointly equal to zero: this suggests
that the series is approximately white noise (note that this test is not really useful, for
the cross-sectional data that we are considering here; we will return to this when working
with time series data). Select a Quick - Graph.
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Multivariate Descriptive Statistics and Groups
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Figure 31: Plot both lnc and lny against the observation number. Select a `Scatter' graph.
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Figure 32: Choose series lnc and lny, to give a scatter plot of log income against log
consumption (note how the order of series selection corresponds to the axes). Using
`Options', change the symbol plot type.
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Figure 33: In the work�le, select the series lnc and lny.
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Figure 34: Select `Open as Group' to create a group containing series lnc and lny.
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Figure 35: Name this group `group01', and check that this appears in the work�le.
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Figure 36: Select `Common sample' group descriptive statistics and choose group01.
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Figure 37: Descriptive statistics for all series in group01. Select `Line & Symbol' graph.
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Figure 38: Plot of group01 series against observation. Select a `Mixed with Lines' graph.
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Figure 39: Mixed bar/line plot of lny and lnc. Select `Scatter with Regression Line'.
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Figure 40: Scatter plot of lny against lnc, with ordinary least squares (OLS) �t from a
regression of lny on a constant and lnc. Plot the same �gure with boxplots of lny and lnc
on the axes!
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Figure 41: Select `Scatter with Kernel Fit'.
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Figure 42: Choose `Nadaraya-Watson' regression, with `Epanechnikov' kernel, `Exact'
rather than `Linear Binning', and bandwidth chosen by `Eviews', to give the Nadaraya-
Watson kernel regression �t, superimposed on the scatter plot of lny against lnc. The
Nadaraya-Watson kernel estimator of Yi on Xi is given by R̂(x) = arg minψ

∑
i(Yi −

ψ)2K((x−Xi)/h), where ψ is a locally �t constant, and K(u) = (3/4)(1− u2) on [−1, 1]
is the Epanechnikov kernel.
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Figure 43: Choose `Line & Symbol' and `Multiple graphs' to give separate plots of lnc
and lny against observation number.



IENAC22 / Econometrics 1 / Applied Problem Set 1 53

Figure 44: Choose `Tests of Equality' on group01, and `Mean', to test H0 : x̄lnc = x̄lny.
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Figure 45: Results of the test H0 : x̄lnc = x̄lny: without entering into the details of the
tests, note that we reject the null at the 95% level of signi�cance, against the two-sided
alternative, using the t test, since `Probability' is below 0.05. Select `Covariance Analysis'.
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Figure 46: Select `Correlation' and `Spreadsheet', to give the sample correlation matrix.
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Figure 47: Select `Covariance' and `Single table', to give the sample covariances.
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Figure 48: Open lnc, lnp and lny as `group02'.
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Figure 49: Plot a matrix scatterplot of lnc, lnp and lny, and name the graph graph01.
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Figure 50: Check that graph01 appears in the work�le. Click the AddText button.
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Figure 51: Label the graph as shown, with text font size 20.
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Figure 52: Select graph01 and both group01 and group02, and delete from the work�le.
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A First Regression
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Figure 53: Select `Estimate Equation. . .'.
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Figure 54: (eq01) Enter `lnc c lnp' for a regression of log consumption on a constant and
log price. Observe that the regression output gives estimated coe�cients (by ordinary
least squares), standard errors, probabilities for individual tests of signi�cance, and var-
ious statistics, including coe�cients of determination, the sum of squared residuals, the
Durbin-Watson statistic for autocorrelation, the Akaike and Schwarz Information Crite-
ria, and the F statistic for signi�cance of the entire regression (we will return to these
statistics later in the course).
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Figure 55: Check that the estimated coe�cients have been saved in the object c.
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Figure 56: Check that the estimated residuals have been recorded in the work�le object
resid: note that the estimated residuals are overwritten each time that a new
regression is performed. Name the equation `eq01'.
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Figure 57: Select `eq01' and `Representations'.
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Figure 58: Alternative representations of estimated equation eq01. Select `Actual, Fitted,
Residual Graph', and `Residual Graph', and check the output.
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Figure 59: Several representations of the �tted residuals û.
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Figure 60: Select `Covariance Matrix' and check the output. This gives σ̂2(X ′X)−1.
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Figure 61: Select `Con�dence Ellipse. . .', and check the output (this will be discussed in
class when we cover joint hypothesis tests).
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A Hypothesis Test on the Estimated

Coe�cients
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Figure 62: Select `Wald - Coe�cient Restrictions'.
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Figure 63: Enter `c(2)=-1' to perform a Wald test of H0 : β1 = −1. Observe that both
exact (F ) and asymptotic (χ2) statistics are reported: the result of the test is that we do
not reject the null at the 90% level (say). Why is an F test reported, not a t test?
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Asking for Help!
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Figure 64: Select `Help'.
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Figure 65: Choose help on `Wald test (Coe�cient Restrictions)'. (Read it later! )
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Diagnostic Tests on the Residuals
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Figure 66: Descriptive statistics, and Jarque-Bera test on estimated residuals from eq01,
suggesting that the null of normality of residuals cannot be rejected at usual levels of
signi�cance. Select `Heteroskedasticity Tests'.
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Figure 67: Choose White's nR2 test for heteroscedasticity, including cross product terms.
(This checks one of the classical assumptions: V ar(u) = σ2In). The results suggest that
the null of homoscedasticity should not be rejected at usual levels of signi�cance.
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Figure 68: Select the `Ramsey RESET Test' with one �tted term, to include the squared
�tted dependent variable in the RESET test, and observe that the RESET test does
not reject the null of no omitted nonlinearity/correct functional form, at usual levels of
signi�cance. (This provides some support for the classical assumption y = Xβ + u).
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Figure 69: Choose `Recursive Estimates (OLS only). . .', select `Recursive Coe�cients',
and set coe�cient display list to `c(1) c(2)'.
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Figure 70: Recursive ordinary least squares estimates for eq01, including an additional
datapoint at each step. Select scatter plot of lnp and resid from eq01.
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Figure 71: Scatterplot of residuals from eq01 against lnp. Estimate a new equation.
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Further Regressions
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Figure 72: (eq02) Run the regression of log consumption on a constant, log price, and
log income, using ordinary least squares, and consider the regression output.
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Figure 73: Name the equation `eq02'.
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Figure 74: (eq03) Regress log income on a constant and log price, using ordinary least
squares, and consider the regression output. Name this equation `eq03'.
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Figure 75: Select `Generate Series' and enter `resid_eq03=resid', to store the residuals
from eq03, and to prevent them from being overwritten by a new regression.
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Figure 76: (eq04) Check that resid_eq03 appears in the work�le, and run the regression
of log consumption on a constant and resid_eq03.
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Figure 77: Name this equation `eq04', and then select the eq01 object.
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Figure 78: Perform the eq01 regression once again.
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Figure 79: Store the regression residuals in the object `resid_eq01', and check that they
appear in the work�le.
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Figure 80: (eq05) Run the regression of resid_eq01 on a constant and resid_eq03, and
name this equation `eq05'.
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Figure 81: Select the eq02 object, and re-run the regression once again. Store the residuals
as `resid_eq02'.
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Figure 82: For eq02, perform White's nR2 test (with cross terms) for heteroscedastic-
ity: homoscedasticity is rejected at all usual levels of signi�cance. (This provides some
evidence against the classical assumption V ar(u) = σ2In).
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Figure 83: Plot a scatter of resid_eq02 against lny, and note that the variation appears
to decrease with lny.



IENAC22 / Econometrics 1 / Applied Problem Set 1 98

Figure 84: (eq06) Perform the regression of log consumption on a constant, log income,
log income squared, and log price, and name the equation `eq06'. Perform White's nR2

test for heteroscedasticity: note that homoscedasticity is rejected at all usual levels of
signi�cance. (This is evidence against the classical assumption V ar(u) = σ2In).
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Saving the Work�le
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Figure 85: Select `Save As'. Name the work�le `applied problem set 1', and select type
`.wf1' (Eviews work�le). Store with `Double precision'. You have saved your work!


